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The virtual ground reference buffer technique is introduced as a solution to improve the feedback factor of a closed-loop circuit and is demonstrated in a high-performance pipelined CMOS analog-to-digital converter (ADC) prototype. The technique enhances the performance of switched-capacitor circuits by improving the feedback factor of the op-amp without affecting the signal gain. The bootstrapping action of level-shifting buffers relaxes op-amp performance requirements in unity-gain bandwidth, noise, open-loop gain, and offset compared with conventional circuits. The improvements substantially reduce the design complexity and the power consumption of the op-amps in applications such as ADCs.

The proposed virtual ground reference buffer technique in its charge-transfer phase is shown in Figure 1. Similarly to conventional pipelined ADC circuits, \( C_2 \) flips around the op-amp and \( C_1 \) is driven by either the positive or negative reference voltage. Here, however, the reference voltages are referenced to the virtual ground node instead of the system ground, and they are generated by level-shifting the virtual ground potential. Assuming an ideal buffer, any change in the virtual ground node voltage is reflected at the output of the buffer, effectively bootstrapping \( C_1 \) away. Therefore, the \( C_1 \) capacitance is removed from the feedback network of the op-amp, resulting in an ideal unity feedback factor independent of the signal gain. The unity feedback factor improves the closed-loop bandwidth and op-amp noise referred to the ADC input by a factor of the signal gain. Also, op-amp open-loop gain and offset requirements are reduced by a factor of the signal gain.

The proof-of-concept chip was fabricated in 65 nm CMOS technology. Figure 2 shows the output spectra with input frequencies of 12.1 MHz at the sampling rate of 250 MS/s. SNDR of 67.0 dB (10.84-b ENOB) and SFDR of 84.6 dB are achieved. The DNL and INL are within -0.86/+0.52 LSB and -0.90/+1.08 LSB, respectively. The chip operates from a 1.2 V power supply and consumes 49.7 mW at 250 MS/s.

![Figure 1: Proposed virtual ground reference buffer technique.](image1)

![Figure 2: Measured spectrum from \( f_{in} = 12.1\text{MHz} \) and \( f_s = 250\text{MS/s} \).](image2)
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Time-Interleaved A/D Converters

D. P. Kumar, H.-S. Lee
Sponsorship: Masdar Institute of Science and Technology

The demand for high-resolution and high-accuracy A/D converters in communication systems continues to increase. To raise the sampling rates to the GHz range in a power-efficient manner, time-interleaving is an essential technique whereby \( N \) A/D channels, each operating at a sampling frequency, \( f_s \), are used to achieve an effective conversion speed of \( Nf_s \), as illustrated in Figure 1.

While time-interleaving enables higher conversion rates in a given technology, mismatch issues such as gain, offset, and sampling clock skew errors between channels degrade the overall A/D performance. Of these issues, sampling clock skew between channels is the biggest problem in high-speed and high-resolution, time-interleaved A/D as errors due to sampling clock skew become more severe for higher input frequencies. A few sources of sampling clock skew between channels exist. Mismatches in the sampling clock path and logic delays are the most obvious. Input signal routing mismatch and RC mismatch of the input sampling circuits also cause sampling clock skew. Previous calibration techniques employ either analog and digital timing adjustment or digital calibration of output data. The timing adjustment requires an adjustable delay resulting in increased sampling jitter, which cannot be compensated by calibration. The digital calibration of output data requires complex interpolation.

In this research, we are developing a simpler calibration algorithm for sampling clock skew correction whereby the input signal delay is adjusted by controlling the resistance of the input sampling network. The variable time-constant of the input sampling network will result in a linear delay of the input signal if the RC time constant of the input sampling network is much greater than \( 1/f_{in,max} \), where \( f_{in,max} \) is the maximum input signal frequency. This sampling method allows for finely tuned timing-skew corrections, and the impact on noise or power consumption of the system is negligible. A prototype 12-bit, 200MS/s, 4-way time-interleaved A/D implementing the proposed correction technique was taped out in a 65-nm LP CMOS process and is currently being characterized.

![Figure 1: Block diagram of a time-interleaved (TI) A/D converter.](image-url)
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A Flash ADC with a Reduced Number of Comparators

X. Yang, S. Bae, H.-S. Lee
Sponsorship: MIT/MTL GaN Energy Initiative, Office of Naval Research, Samsung

High-speed and low-resolution flash analog-to-digital converters (ADCs) are widely used in applications such as 60-GHz receivers, series links, and high-density disk drive systems, as well as in quantizers in delta-sigma ADCs. In this project, we propose a flash ADC with a reduced number of comparators by means of interpolation. One application for such a flash ADC is a GaN/CMOS hybrid delta-sigma converter. The GaN first stage exploits the high-voltage property of the GaN while the CMOS backend employs high-speed, low-voltage CMOS. This combination may achieve an unprecedented SNR/bandwidth combination by virtue of its high input signal range and high sampling rate. One key component of such an ADC is a flash ADC. To take advantage of the high signal-to-thermal-noise ratio of the proposed system, the quantization noise must be made as small as possible. Therefore, a high-speed, 8-bit flash ADC is proposed for this system. Figure 1 shows the block diagram of the ADC architecture. Sixty-five comparators are used to achieve the 6 most significant bits (MSBs). Sixty-four interpolators are inserted between the comparators to obtain two extra bits. The input capacitance of this design is only ¼ of the conventional 8-bit flash ADC. Therefore a higher operating speed can be achieved. We introduced gating logic so that only one interpolator is enabled during operation, which reduces power consumption significantly. A high-speed, low-power comparator with low noise and low offset requirements is a key building block in the design of a flash ADC. We chose a two-stage dynamic comparator, as in Figure 2, because of its fast operation and low power consumption. With the scaling of CMOS technology, the offset voltage of the comparator keeps increasing due to greater transistor mismatch. A popular offset cancellation technique is to digitally control the output capacitance of the comparator. However, this technique reduces the speed of the comparator because of the extra loading effect. In this project, we also propose a novel offset compensation method that eliminates the speed problem.

Figure 1: Flash ADC architecture, with 65 comparators and 64 2-bit interpolaters.

Figure 2: Schematic of the two-stage dynamic comparator.
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Continuous-Time Delta-Sigma Modulator for Next-Generation Wireless Applications

D.-Y. Yoon, H.-S. Lee
Sponsorship: MediaTek, Inc., Korea Foundation for Advanced Studies

As wireless communication technology is rapidly advancing, new wireless applications are continuously developed. Figure 1 shows each application space and the required dynamic range. The new wireless applications demand wide bandwidth (≥50 MHz) and high resolution (≥14 bits) data converters. A continuous-time (CT) delta-sigma modulator (ΔΣM) is suitable for the demanding new wireless applications due to its high-resolution, wide-bandwidth, and low-power characteristics. In addition, a CT ΔΣM provides an inherent anti-aliasing property. Several state-of-the-art CT ΔΣMs reported recently achieved signal bandwidths greater than the 50 MHz appropriate for the next generation wireless communication. However, the resolution and power consumption still need to be improved.

This project focuses on the design of a CT ΔΣM, specifically for modern wireless communication applications. Quantization noise is suppressed aggressively by increasing the effective order of a noise transfer function (NTF) of a ΔΣM, instead of increasing the order of a loop filter, to mitigate a stability requirement. To increase the effective order of an NTF, the proposed CT ΔΣM is implemented based on a 2-loop sturdy multi-stage noise-shaping (SMASH) architecture, previously reported in a DT ΔΣM. Figure 2 shows the block diagram of the proposed CT SMASH ΔΣM. With a wider signal bandwidth, the proposed CT SMASH ΔΣM provides a better quantization noise suppression capability than the original DT SMASH ΔΣM by canceling the quantization noise from the first loop, not simply shaping it. The CT SMASH ΔΣM is implemented with several circuit techniques appropriate for high operation speed. These circuit techniques allow the proposed CT ΔΣM to achieve performance metrics for modern wireless communication applications. As a result, the prototype fabricated in 28 nm CMOS achieves DR of 85 dB, peak SNDR of 74.6 dB, SFDR of 89.3 dBc, and Schreier FOM of 172.9 dB over a 50 MHz bandwidth at a 1.8 GHz sampling frequency.

FURTHER READING

- D.-Y. Yoon, S. Ho, and H.-S. Lee, ”15.1 An 85dB-DR 74.6dB-SNDR 50MHZ-BW CT MASH ΔΣ modulator in 28nm CMOS,” in IEEE ISSCC Dig. Tech. Papers, 2015, pp. 272–274.
Ultra High-Performance GaN-on-Silicon Analog-to-Digital Converters

S. Chung, X. Yang, H.-S. Lee
Sponsorship: MIT/MTL GaN Energy Initiative, Office of Naval Research

In this research, we investigate ultra high-performance analog-to-digital converters (ADCs) for diverse emerging applications including personal communication, health care, and an optical backbone network. The low supply voltage of deeply scaled complementary metal oxide semiconductor (CMOS) transistors limits the dynamic range of ADC input signals, thus becoming a fundamental barrier to the performance of silicon ADCs. Recently, high-electron-mobility transistors based on gallium-nitride (GaN HEMTs) are reported with many advantages over the existing compound semiconductor technologies. Operating GaN HEMTs at a very high voltage (30+ V) allows much higher signal-to-noise ratio (SNR) in ADCs than that of CMOS ADCs at given power consumption. A hybrid technology, which monolithically integrates GaN HEMTs with Si-CMOS transistors (GaN-on-Si), will take advantage of both technologies, enabling revolutionary mixed-signal performance (Figure 1). We focus on the design of unprecedentedly high-performance ADCs in a GaN-on-Si hybrid technology (Figure 2). As the first step, we have been developing an over-100-dB SNR GaN sampler for a GaN/Si hybrid pipeline ADC. In addition, we have been investigating the design of a high voltage GaN operational amplifier for a continuous-time delta-sigma ADC with a very high dynamic range.

In the last year, we designed two different GaN track-and-hold (T/H) circuits. The first 250-MS/s T/H was fabricated in a commercial GaN foundry where transistors are optimized for power applications with either low leakage or high gain. These device choices necessitated a two-stage sampler design. The second design operates at a higher speed, 1-GS/s. This circuit was fabricated in a GaN technology that was developed at MTL. This technology offered higher $f_t$ at a lower breakdown voltage. Innovative design techniques allowed a single-stage sampler for a higher sampling rate while avoiding the reverse overvoltage and leakage issues.

FURTHER READING

High-Efficiency, Low-Leakage RF Transmitters for Low Duty Cycle Applications

A. Paidimarri, N. Ickes, A. P. Chandrakasan
Sponsorship: Shell, Texas Instruments

With the convergence of ever-improving wireless and energy management technologies, Internet-of-things (IOT) devices for home, industrial, and environmental monitoring have brought significant improvements to lifestyle, safety, and efficiency. Despite these advancements, energy efficiency remains a significant bottleneck, leading to short device lifetimes. This work focuses on RF transmitter optimizations in ultra-low duty cycle applications such as machine vibration monitoring, where time constants of wear and tear are long (hours to days). In this scenario, it is just as important to optimize the leakage power as it is to optimize on-performance.

Figure 1 shows the complete block diagram of our Bluetooth low-energy (BLE) transmitter. It operates from a 0.68V supply, where both the switching losses and leakage power are reduced. RF circuits that need a higher voltage for improved efficiency (for example high-Q tunable capacitors) are powered by a voltage doubler that generates 1.2V. In order to have large communication range, the power amplifier is designed for an output power of +10dBm. A resonant input drive and inductive biasing of the output help achieve high efficiency. The chip also includes a crystal oscillator, PLL, and digital baseband.

Most blocks in the system are power-gated with high-VT thick-oxide power switches. The on-performance of the switches is improved by turning them on strongly with the 1.2V supply, while the off-leakage is strongly cut off through negative VGS biasing. In order to avoid efficiency penalty due to power switches in the PA, which is the most power-hungry component in the system, the negative biasing is applied to the thin-oxide PA device itself. This achieves significant leakage reduction (up to 100x, as shown in Figure 2) without efficiency degradation. The negative voltage of −0.2V is generated by a charge pump and associated oscillator (Figure 1). The design achieves 43.7% system efficiency generating +10.9dBm, and leakage power of 370pW, for an on/off ratio of 7.6×107. This transmitter architecture could enable sub-nW IOT devices.

FURTHER READING

The development of data links between different microchips of an on-board system have encountered a speed bottleneck due to the excessive transmission loss and dispersion of the traditional inter-chip electrical interconnects. Although high-order modulation schemes and sophisticated equalization techniques are normally used to enhance the speed, they also lead to significant power consumption. Silicon photonics provide an alternative path to solve the problem, thanks to the excellent transmission properties of optical fibers. However, the existing solutions are still not fully integrated (e.g., off-chip laser sources are needed) and require process modification to the mainstream CMOS technologies.

In this project, we aim to utilize a modulated Terahertz (THz) wave to transmit broadband data. Similar to the optical link, the wave is confined in dielectric waveguides, with sufficiently low loss (~1dB for 10-cm length) and bandwidth (>100GHz) for board level signal transmission (Figure 1). In commercial CMOS/BiCMOS platforms, we have previously demonstrated high-power THz generation with modulation, frequency up-conversion, and phase-locking capabilities. In addition, a room-temperature Schottky-barrier diode detector (in 130-nm CMOS) with <10pW/Hz^{1/2} sensitivity (antenna loss excluded) is also reported. The proposed data link will leverage these blocks in order to achieve > 100Gbps/waveguide transmission rate with sub pJ/bit energy efficiency. Our current efforts are focused on the design of a chip-to-fiber THz coupler. Different from previous couplers (<140 GHz) using off-chip antennas, our THz coupler can be implemented entirely with the metal backend of a CMOS process, and does not require any post processing (such as wafer thinning). The structure is also fully shielded, so that there is no THz power leakage into the silicon substrate. Conventional on-chip radiators using ground shield work are resonance type (e.g., patch antenna) and only have <5% bandwidth. In comparison, our design is based on a traveling-wave, tapered structure, and exhibits <3dB insertion loss across a ~60-GHz bandwidth (Figure 2).

**FURTHER READING**

Low phase noise oscillators are critical components in the front end of any communication system. Due to an ever-growing demand for higher data rates and reduced size, weight, and power consumption, efforts to integrate high-Q GHz frequency MEMS resonators with standard circuit technologies have grown dramatically. This work is the first demonstration of a single-chip 1 GHz closed-loop monolithic MEMS-based oscillator circuit implementing both passive and active devices in a standard GaN-MMIC platform, which is a growing technology for various RF front-end applications.

Colpitts and Pierce oscillators were designed and fabricated alongside GaN MEMS Lamb-mode resonators operating at 1 GHz on the same die to realize monolithically integrated GaN-MEMS oscillators. Figure 1 shows an optical photo of the monolithic Colpitts oscillator, including the MEMS GaN resonator. 2DEG resistors and MIM capacitors incorporated into the standard MMIC process were used for passive components. Fabrication of the oscillator circuit, including the monolithic MEMS resonator and the active HEMT core was carried out in MIT Microsystems Technology Laboratories. Figure 2 shows the measured phase noise of both Colpitts and Pierce oscillators. With power consumption of 1.5 mW, both oscillator topologies out-perform state of the art oscillators of comparable sized devices, a direct result of the significant reduction of parasitics afforded by monolithic integration as well as the high quality factor of the MEMS resonator.

![Figure 1: Monolithic Colpitts GaN-MEMS oscillator, showing lamb-mode resonator, 2DEG resistor as well as the core circuit.](image1)

![Figure 2: Measured phase noise performance of the Pierce and Colpitts oscillators, both operating at 1GHz.](image2)

**Table 1**

<table>
<thead>
<tr>
<th>Offset</th>
<th>Pierce A</th>
<th>Pierce B</th>
<th>Colpitts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1kHz</td>
<td>-90</td>
<td>-75</td>
<td>-82</td>
</tr>
<tr>
<td>10kHz</td>
<td>-108</td>
<td>-106</td>
<td>-110</td>
</tr>
<tr>
<td>100kHz</td>
<td>-126</td>
<td>-129</td>
<td>-127</td>
</tr>
<tr>
<td>1MHz</td>
<td>-130</td>
<td>-141</td>
<td>-130</td>
</tr>
<tr>
<td>10MHz</td>
<td>-132</td>
<td>-164</td>
<td>-134</td>
</tr>
</tbody>
</table>

**FURTHER READING**

Vertical Noise Coupling Mitigation in 3D-IC Using a Solenoid Inductor

G. Yahalom, A. Wang, A. P. Chandrakasan
Sponsorship: MediaTek

Three-dimensional integrated circuits (3D-IC) have the potential to meet the demand for higher system performance and data rates, while avoiding the increase in cost of scaled CMOS technologies. The ability to stack multiple dies vertically will allow integration of complex systems in a small footprint with short, low-parasitic interconnects. Previous work has shown power and bandwidth benefits of 3D stacking for integrating logic and memory. Designing in three dimensions opens up new possibilities for system- and block-level design; however, care must be taken due to challenges arising from thermal distribution, mechanical stress, power integrity, and signal integrity.

In this work we explore integration of logic devices with RF circuits. Such coexistence may be hindered due to inductive and capacitive coupling between the tiers. Here, a vertical solenoid inductor in 3D-IC is presented to improve the quality factor of the structure and minimize coupling between tiers. The potential coupling between stacked die tiers is shown in Figure 1 for different inductor structures. The bottom tier die contains signal lines that emulate part of a high-speed digital clock tree. Directly above the clock lines, two different integrated inductor structures were fabricated: the proposed solenoid and a conventional planar structure as a reference design. The planar inductor utilizes the top metal layer and has a patterned ground shield. The solenoid inductor uses the through silicon vias themselves as part of the inductor structure and the redistribution layers on both the top and bottom die tiers. The measured phase noise of two voltage-controlled oscillators using these inductors is plotted in Figure 2. The higher inductance and lower resistance of the solenoid results in a ~70% higher quality factor and lower phase noise. Furthermore, the planar inductor exhibits spurs due to an adjacent low-frequency digital clock, whereas the solenoid does not exhibit spikes due to the clock.

![Figure 1: Illustration of 3D-IC stack with clock lines, (a) planar and (b) solenoid inductor structures, along with current directions and magnetic field lines (figure not to scale).](image1)

![Figure 2: Phase noise measurement of planar (red) and solenoid (blue) inductor-based voltage-controlled oscillators with the presence of an on-chip low-speed digital clock.](image2)

FURTHER READING

Energy and Area-Efficient Hardware Implementation of HEVC Inverse Transform and Dequantization

M. Tikekar, V. Sze, A. P. Chandrakasan
Sponsorship: Texas Instruments, National Science Foundation

High Efficiency Video Coding (HEVC) achieves a 50% reduction in bit-rate over Advanced Video Coding (H.264/AVC) at the same visual quality. A key feature of HEVC is the use of large 16×16 and 32×32 inverse discrete cosine transforms (IDCTs), a new 4×4 inverse discrete sine transform, and high-precision 4×4 and 8×8 IDCTs. However, this new feature raises several challenges for hardware implementations which we have addressed in our work.

Designing for all the transform sizes (4×4 - 32×32) requires complex control as they need different cycle counts. We developed a pipelining scheme to process all sizes with at least 2 pixels/cycle throughput. Further, we use zero-column skipping to increase throughput by 63%. Zero-column skipping also decreases the number of signal transitions, which reduces energy by 30%.

The large and high-precision transforms have 8× higher computational complexity, which affects both area and energy. To address the area problem, a Multiple Constant Multiplication-based method had previously been proposed. We improved the energy efficiency of the design by 17% using data-gating at the cost of 4% area.

The HEVC inverse transform needs a 16 kbit transpose memory as compared to 1 kbit for H.264/AVC. The large transpose memory needs to use static random access memory (SRAM), which is denser but slower and less flexible than registers that are used for H.264/AVC. We used a combination of 4 single-port SRAMs and a small register cache to achieve the desired throughput in a small area.

We implemented the inverse transform and dequantization engine in TSMC 40 nm CMOS. The design, shown in Figure 1, has an area of 126 kgates and energy consumption of 11.9 pJ/pixel. Energy consumption depends on the data being processed. We observed that large transforms typically contain more zeros. Our zero-column skipping method exploits this observation to process the large transforms with better energy efficiency as seen in Table 1.

<table>
<thead>
<tr>
<th>Transform size</th>
<th>Fraction of zeros in data</th>
<th>Energy (pJ/pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4×4</td>
<td>85.0%</td>
<td>9.7</td>
</tr>
<tr>
<td>8×8</td>
<td>95.5%</td>
<td>11.4</td>
</tr>
<tr>
<td>16×16</td>
<td>97.6%</td>
<td>12.6</td>
</tr>
<tr>
<td>32×32</td>
<td>99.5%</td>
<td>12.2</td>
</tr>
</tbody>
</table>

▲ Figure 1: Architecture of inverse transform and dequantization engine.
▲ Table 1: Exploiting the higher fraction of zeros in large transform to improve energy efficiency.

FURTHER READING
A Navigation Device with 3-D Computer Vision Processor for Visually Impaired People

Sponsorship: Andrea Bocelli Foundation, Texas Instruments

Computer vision is an emerging area for mobile systems, and there is an increasing need for various applications such as autonomous navigation, gesture recognition, and face identification. In this project, we seek to build a 3-D vision processor targeting multiple applications that achieve good reconfigurability and energy efficiency. We first take a navigation device for the visually impaired as a primary application since it requires various processing algorithms such as surface normal calculation and region growing. The proposed processor will be demonstrated as a core processing part of the entire navigation system.

The portable navigation system processes depth image data captured by a Time-of-Flight camera to detect obstacles in front and inform the user of safe areas to walk (Figure 1). The system must operate for at least a few hours relying on a small battery, making the power consumption a key design constraint. We are implementing a low-power computer vision processor by exploring multiple design spaces ranging from algorithmic optimization and architecture improvement to maximize energy efficiency. We also focus on developing algorithms to save LED illumination power since it can easily outweigh energy savings from the processor. The algorithm will dynamically tune configurations of the ToF camera such as illumination power and refresh rate based on sensory inputs.

Another important direction of our research is miniaturization of the navigation system. The navigation device must be in a small form factor so that it is not easily noticeable for social reasons. We are developing a customized system consisting of an image sensor and peripheral ICs of a ToF camera, FPGA chip and the proposed ASIC vision processor. The system will directly process data captured by on-board ToF camera and detect safe walkable areas. This information will be transferred via Bluetooth to an external haptic array, which gives vibratory feedback to the user.

Figure 1: Original color (left) and depth image (center) captured by RGB-D camera. Processed depth image reveals possible obstacles with different colors and provides walkable distance in different directions (right).

FURTHER READING

Object detection is needed in many embedded applications, such as surveillance, advanced driver assistance systems (ADAS), consumer electronics, and robotics. Real-time and high throughput are necessary for applications such as ADAS and unmanned aircraft vehicles (UAV) to allow more time for course corrections in case of quick changes in the environment. On the other hand, high-resolution images enable early detection by having enough pixels to identify objects at a distance. Finally, in both navigation and portable devices, energy-efficient object detection is desirable because of the energy-limited battery. In this project, a dedicated application-specific integrated circuit (ASIC) is implemented for histogram of oriented gradients (HOG)-based object detection. Unlike most existing low-power hardware object detectors, this architecture supports multi-scale detection for robustness as shown in Figure 1. The image pyramid is generated on the fly, resulting in 3x more pixels to process. HOG features are then extracted for each scale and classified with a support vector machine (SVM). This detection system can process 1080 HD videos at 60 fps, supporting 12 scales per frame, and consuming only 45.3 mW using 45-nm silicon-on-insulator (SOI) complementary metal–oxide–semiconductor (CMOS) technology.

Our next step is to leverage multi-modality to further boost the detection accuracy. These additional sources, shown in Figure 2, complement the visual red-green-blue (RGB) data and hence enable a vision system to function under challenging but important environments like dark scenes. It has been demonstrated in the literature that these sensors can significantly boost the performance of object detection and recognition systems. However, unlike RGB cameras, the output of these sensors is noisy, low in resolution, and sometimes incomplete. Therefore, it is important to properly process and fuse them with RGB data. We are investigating solutions to these challenges from both algorithmic and hardware perspectives. In the end, we expect to deliver a robust object detection system working on multiple sources in different environments while still delivering energy-efficient, real-time, and high-throughput processing.

**FURTHER READING**

A Deeply Pipelined CABAC Decoder for High Efficiency Video Coding Supporting Level 6.2 High-Tier Applications

Y.-H. Chen, V. Sze
Sponsorship: MIT

High Efficiency Video Coding (HEVC) is expected to be the mainstream video compression standard for the next decade. This promise is based on the fact that HEVC provides 2x higher coding efficiency than the current mainstream standard H.264/AVC. However, in addition to supporting high coding efficiency, high throughput is also needed for higher resolutions and frame rates. The key component comes down to the context adaptive binary arithmetic coding (CABAC) entropy decoder, which is a well-known throughput bottleneck due to its highly serial processing algorithm. Low CABAC throughput not only restricts the throughput of the whole HEVC decoder but also limits the room for decoder to trade off throughput for low-power operation using voltage scaling.

This work aims to develop an implementation that maximizes the throughput of an HEVC CABAC decoder. Leveraging CABAC throughput improvement features introduced by HEVC can address two design aspects: high clock rate and multi-bin per cycle decoding. First, high clock rate is achieved by using a 5-stage deeply pipelined architecture as shown in Figure 1. This design reaches 2.2x higher clock rate than the 2-stage architecture adopted by many previous works. To reduce stalls caused by serial feedback dependencies in CABAC, state prefetch logic and latch-based context memory are proposed. The clock rate reaches 1.6 GHz after place-and-route using an IBM 45-nm SOI process, and the impact of stalls is reduced to only 12%. Second, this work adopts separate finite state machines that can decode at most one context-coded bin or two bypass bins per cycle. This feature benefits the decoding of high bit-rate and high demanding bitstreams as shown in Figure 2. The design reaches up to 1.06 bin/cycle for common test sequences and thus achieves throughput up to 1696 Mbin/s, which is sufficient to decode in real-time high-tier video bitstreams at level 6.2 (8K Ultra-HD at 120 fps).

FURTHER READING

Towards High-Performance Bufferless NoCs with SCEPTER

B. K. Daya, L. S. Peh, A. P. Chandrakasan
Sponsorship: Center for Future Architectures

In the many-core era, the network on-chip (NoC) is playing a larger role in meeting performance, area, and power goals. However, the network, especially the buffers, consumes a significant portion of the total power consumption: The MIT SCORPIO NoC connects 36 tiles and expends 18% of the tile power; the Intel TeraFLOPS chip network connects 80 tiles and expends 30% of the total power. Proposals have advocated bufferless NoCs to reduce the NoC power consumption; however, a performance wall has been reached so that high throughput performance has not been extracted.

We present SCEPTER (Single-Cycle Express Path Traversal for Efficient Routing), an NoC architecture that pushes towards high-performance bufferless NoCs. We lower the average network latency of bufferless NoCs by leveraging single-cycle multihop traversals across the network. Thus, even if the flit is sent in a non-preferred direction, a single-cycle path can be potentially traversed, bringing the flit closer to its destination even along non-minimal routes. SCEPTER intelligently prioritizes between flits in the router pipeline, bypassing from faraway, and waiting in the network interface to be injected. It adaptively routes flits in a livelock-free manner while maximizing opportunities to zoom along virtual express paths by opportunistically bypassing. Figure 1 displays an example where a multihop bypass path is preset by Flit A, with the use of switch setup requests (SSRs). Since Flit A is deflected along another direction at node 10, Flit B can either follow the preset bypass path or not. Figure 2 shows the router pipeline and bypass path. When Flit B arrives, a check is performed on whether Flit B’s destination quadrant ID (QID) matches that of the preset bypass path. In this example, it matches and Flit B is able to traverse the path in one cycle to reach node 4.

For a 64-node network, we demonstrate an average 62% reduction in latency and an average 1.3x higher throughput over a baseline bufferless NoC for synthetic traffic patterns, with comparable performance to a single-cycle multihop buffered mesh network with 6 flit buffers, per input port, in each router. Early post-synthesis results in IBM 32-nm SOI technology show an average 31% lower area and 33% lower power than optimized buffered router baselines.

FURTHER READING


Energy-Efficient SRAM using Data-Dependency

C. Duan, A. P. Chandrakasan
Sponsorship: DARPA, National Science Foundation

Embedded static random access memories (SRAMs) are critical components in the design of modern system-on-chips (SoCs). As the capabilities of many digital electronic devices continue to improve, the need for both large and low-power on-chip storage grows in parallel. In IC implementations for various applications, SRAMs occupy a disproportionate amount of total die area and total power consumption. Despite recent progress enabling the low-power operation of digital system blocks at low supply voltages, robust SRAM operation still requires a high operating voltage to guarantee reliability in worst-case scenarios including extreme process, temperature, and/or voltage conditions. Consequently, SRAM has recently become the current bottleneck for further power reduction in many systems and thus necessitates creative energy- and area-efficient solutions.

To develop novel approaches to SRAM energy savings, application-specific data features are to be explored in harmony with state-of-the-art techniques such as voltage scaling. Highly correlated data, introduced intuitively as data with repeated or similar values, has been shown via proof of concept to help memory make predictions, reduce bit-line switching, and ultimately save energy wasted on reading redundant and/or predictable information. Existing data-dependent designs, however, are limited by their narrow applicability as well as significant overhead in area and/or latency. In this work, we propose to address said limitations by first examining inherent data-accessing features of several targeted applications. New bit-cell and architectural-level techniques will be investigated to support low-power SRAM operation. The remaining work focuses on the circuit-level implementation of these developments and the construction of a test chip in 28 nm FD-SOI process.

FURTHER READING

As CMOS scaling continues to the sub-32 nanometer regime, the effects of device variations become more prominent. This is very critical in static random access memories (SRAMs), which use very small transistor dimensions to achieve high memory density. The conventional six-transistor (6T)-based SRAM bit-cell, which provides the smallest cell-area, fails to operate at lower supply voltages (Vdd). This failure is due to the significant degradation of functional margins as the supply voltage is scaled down. However, Vdd scaling is crucial in reducing the energy consumption of SRAMs, which is a significant portion of the overall energy consumption in modern micro-processors. Energy saving in SRAM is particularly important for battery-operated applications, which run from a very constrained power-budget.

This work focuses on energy-efficient 6T SRAM design in a 28-nm Fully Depleted Silicon-On-Insulator (FDSOI) technology. Significant savings in energy per access of the SRAM can be achieved by Vdd scaling. Different read and write assist techniques are evaluated to improve the minimum SRAM operating voltage (Vdd,min). The different techniques are compared based on various metrics, e.g., energy-overhead, area-overhead, etc. Techniques are proposed to reduce the energy-overhead of different assist methods.

It has been recently shown that correlation in data can be exploited to reduce energy consumption of SRAMs. Applications such as motion estimation in video processing access the same data for multiple read cycles before writing a new data. Sinanigil et al. proposed a 10T bit-cell that used data prediction to reduce bit-line switching energy. However, it incurs a significant area overhead due to 10 transistors required to implement the bit-cell. In this work we investigate techniques to incorporate data-prediction in 6T-based SRAM design to benefit from higher density while still saving energy.

FURTHER READING

New AC-DC Power Factor Correction Architecture Suitable for High Frequency Operation

S. Lim, D.M. Otten, D. J. Perreault
Sponsorship: ARPA-E, Texas Instruments

We present a novel ac-dc power factor correction (PFC) power conversion architecture for a single-phase grid interface. The proposed architecture has significant advantages for achieving high efficiency, good power factor, and converter miniaturization, especially in low-to-medium power applications. The architecture enables twice-line frequency energy to be buffered at high voltage with a large voltage swing, enabling reduction in the energy buffer capacitor size, and elimination of electrolytic capacitors. While this architecture can be beneficial with a variety of converter topologies, it is especially suited for system miniaturization by enabling designs that operate at high frequency (HF, 3 – 30 MHz). Moreover, we introduce circuit implementations that provide efficient operation in this range. The proposed approach is demonstrated for an LED driver converter operating at a (variable) HF switching frequency (3 – 10 MHz) from 120Vac, and supplying a 35 Vdc output at up to 30 W. The prototype converter achieves high efficiency (92 %) and power factor (0.89) and maintains good performance over a wide load range. Owing to architecture and HF operation, the prototype achieves a high “box” power density of 50W/ in3 (“displacement” power density of 130W/ in3), with miniaturized inductors, ceramic energy buffer capacitors, and a small-volume EMI filter.

![Figure 1](image)

▲ Figure 1: The prototype converter, implemented on a 1.94 in(x), 1.39 in(y), 0.22 in(z) printed circuit board. This figure shows the front and back side of the PCB.

FURTHER READING

This project investigates a multi-track power conversion architecture that splits charge into multiple voltage domains and delivers power through multiple tracks, as illustrated in Figure 1. The multi-track architecture reduces the voltage ratings on devices, reduces the voltage regulation stress of the system, improves the component utilization, and reduces the sizes of passive components. The architecture also leverages the complementary strengths of switched-inductor, switched-capacitor, and magnetic isolation circuits and gains mutual benefits from the way they are merged. This architecture is suitable to applications that require both isolation and wide-input-voltage range. Compared to a conventional two-stage design, its regulation stage and isolation stage are merged, leading to a hybrid-switched-capacitor-magnetics structure that reduces the energy that is “reprocessed” by the two-stages. An 18V-80Vin, 5Vout, 15A, 800 kHz, isolated dc-dc converter has been built and tested to verify the effectiveness of this architecture. It has a power density of 453 W/inch³ and a peak efficiency of 91.3%. This power density is 3x higher than the power density of the state-of-the-art commercial converters. A picture of the prototype converter is shown in Figure 2.

The proposed multi-track power conversion architecture is one embodiment of a group of generalized distributed power conversion techniques. Comparison of the multi-track power conversion architecture with conventional centralized power conversion architecture can demonstrate and theoretically quantify the advantages of distributed power conversion.

FURTHER READING

A Systematic Approach to Modeling Impedances and Current Distribution in Planar Magnetics

Sponsorship: Texas Instruments, CICS

Planar magnetic components using printed-circuit board (PCB) windings are attractive due to their high repeatability, good thermal performance and usefulness for realizing intricate winding patterns. An example planar magnetic structure is shown in Figure 1. To enable higher system integration at high switching frequency, more sophisticated methods that can rapidly and accurately model planar magnetics are needed. This project develops a systematic approach to modeling impedances and current distribution in planar magnetics based on a lumped circuit model named the Modular Layer Model (MLM). Stacked PCB layers are modeled as repeating modular impedance networks, with additional modular impedances representing the magnetic core, air gaps and vias. The model captures skin and proximity effects and enables accurate predictions of impedances, losses, stored reactive energy, and current sharing among windings. The MLM can be used to simulate circuits incorporating planar magnetics, to visualize the electromagnetic fields, and to extract parameters for magnetic models by simulations, among many other applications. The modeling results are checked with results of previous theories and finite-element-modeling approaches, with good matching presented. A group of planar magnetic devices, including transformers and inductors with various winding patterns, are prototyped and measured to validate the proposed approach and clarify the boundaries of its applicability.

A software that can generate SPICE netlists based on planar magnetics geometry information has been developed and is accessible by emailing the authors. The user interface of the current version of the software is shown in Figure 2.

FURTHER READING

Magnetic components (inductors and transformers) are typically the largest and most lossy components in power converters. While increasing converter switching frequencies can reduce the required size of passive components, size reductions achievable through frequency increases are often limited by magnetic material constraints for components where core loss is a major consideration, such as in transformers and resonant inductors. Nevertheless, recent research has made significant advances in miniaturized power electronics operating in the high (HF) and very high frequency (VHF) ranges (3-300 MHz), well above typical modern designs operating from hundreds of kilohertz to a few megahertz.

While such advances have been substantial, the design of power magnetics is still not fully understood or optimized, especially in the HF range (3-30 MHz) where use of low-permeability RF magnetic materials can play a valuable role. In part, this lack of understanding owes to a lack of data regarding HF magnetic materials. Magnetic materials are typically characterized for power loss; however, such data are simply not available for most magnetic materials above a few megahertz, hindering the design of magnetics at these frequencies.

Additionally, the modeling and evaluation methods for magnetic components must be adapted in the HF range.

Great efforts have been made to model magnetic core loss and winding loss, but holistic design and evaluation remain incomplete. For example, the commonly used Performance Factor (a FOM for magnetic materials) assumes that, in a magnetic component to be designed, winding loss is not a function of frequency, which often is not true in the HF range.

Our research is extending both the empirical data and the evaluation methods necessary for magnetic design in power converters operating above a few MHz. Using HF measurement techniques (Figure 1), we have gathered large-signal core loss data for a variety of commercially available materials; these data show room for significant improvements in power conversion by moving to the HF range. We have also developed an extension to the popular Performance Factor to include HF effects (Figure 2), allowing material comparison even at frequencies where the traditional Performance Factor is inapplicable. Our results suggest that significant improvements in performance are possible through operation at HF using commercially available magnetic materials. Performance Factor and Modified Performance Factor facilitate understanding of the implications of these data for selecting an operating frequency and understanding its benefits.

FURTHER READING

The ability to transfer power wirelessly to a device greatly enhances the convenience of using portable electronics in daily life. Even though far-field radiative transfer of power remains an elusive goal owing to regulatory and/or safety concerns, near-field wireless charging using coupled inductor coils has been receiving a lot of attention over the past few years. However, these systems still need to address issues such as standardization and energy efficiency to be deployed on a wide variety of commercial devices.

Losses in coupled-inductor systems arise primarily due to highly imperfect \( k < 0.1 \) coupling between the transmitter and receiver coils and small magnetizing inductance of the air core, which results in a lot of reactive energy sloshing back and forth. Compensating the reactances of the coils using a resonant network can address this problem. However, to keep component sizes reasonably small, this technique implies operation in the several MHz-range, which leads to higher transistor switching losses. To address this issue, we designed a soft-switched (Class E), resonant transmitter that uses a GaN switch to reduce switching losses on the input of the switch (Figure 1). Results showed a 5% improvement in efficiency just by using a GaN switch over a silicon switch for similar (~ 10 W) transmit power levels.

Another interesting area of research concerns wirelessly charging wearable electronics. As the functionality of these devices grows, they will need multiple bursts of energy over the course of a day from an energy-constrained source such as a cellphone or tablet. This makes maximizing the end-to-end system efficiency very important. The efficiency is a strong function of the load impedance, coupling and other circuit parameters. The load impedance presented by a battery varies across its charging cycle, while the coupling coefficient is a dynamic parameter in a scenario where the user holds the cellphone over the fitness tracker to charge it. We are designing integrated circuits on the receiver side to track these changing conditions and adapt accordingly to maintain maximum efficiency operation.

FURTHER READING
Picowatt Timer for Energy-Constrained, Battery-Less Systems

P. M. Nadeau, A. Paidimarri, A. P. Chandrakasan
Sponsorship: Texas Instruments, TSMC University Shuttle Program, NSERC

Energy harvesting presents an attractive option for powering wireless Internet-of-things devices; however, the most ubiquitous of sources, such as indoor lighting, ambient RF, system vibration, or body heat, all garner an extremely limited amount of average power. With a recent demonstration of harvesting as low as 1 nW of average power, there is a need to design always-on circuits, such as the wake-up timer, to take advantage of these weak sources.

This abstract presents the design of wake-up timer that consumes 4.2 pW of power for 18 Hz of oscillation (0.23 pJ/cycle). The design features a dynamic 3-stage architecture, duty-cycled current-source, and low operating voltage (0.6 V) enabled by a voltage boost circuit. The circuit details are shown in Figure 1. M1 precharges C1 to Vdd, and M6 precharges C2 to ground. Then, at the beginning of a timing cycle, Ibias linearly discharges C1 until M5 begins charging C2 and turns on M3. The positive feedback generated by M5 and M3 quickly flips the cell, generating a sharp edge to subsequent logic, such as inverter I1. A three-stage design provides all of the control signals necessary to precharge and trigger the timing of each stage in sequence.

Since Ibias should ideally remain stable across voltage and temperature, it is generated by a current source referenced to an on-chip resistor, which is then duty-cycled to save power. At the beginning of operation, M7 is enabled by a boosted voltage for a short period of time so that the current reference can set Ibias to the desired level. Then, M7 is disabled, and Ibias is fixed by the analog voltage stored on C3. A refresh of the voltage on C3 is performed periodically to compensate for the leakage current through M7, which serves to discharge this voltage over time.

Measurements of the system are shown in Figure 2. The design has scalable performance across 2 orders of magnitude in frequency and power by adjusting the Ibias current. Performance versus Vdd is also assessed, and the power consumption follows near square-law (e.g., proportional to CV^2f) dependence up to 1.8V, owing to the benefit of the positive regeneration in eliminating short-circuit currents. The figure also shows the performance of the track-and-hold scheme. Refreshing the Ibias Current every 400 s leads to an average power consumption of 2.2 pW for the reference circuit (overall 4.2 pW for the system) and a ±2% variation in the generated frequency.

**FURTHER READING**

Energy harvesting systems have allowed the autonomous operation of ultra-low power devices for implantable and wearable applications. Since the power sources available in our surroundings are intermittent, extreme energy-efficiency of the power management circuits is required. Thus, this work presents an energy harvesting system with 3.2 nW of quiescent power for solar-based applications. Figure 1 shows the chip's top-level architecture. The IC integrates the converter switch matrix with the associated configuration logic and drivers, voltage reference, current reference, startup, regulation, and battery management circuits. It can supply a 1V regulated voltage rail, $V_{LOAD}$, and charge a battery, $V_{BAT}$ using a single 47µH inductor. The switch matrix supports three main configurations in addition to the startup: (a) Boost1: from the solar harvester $V_{IN}$ to $V_{LOAD}$, (b) Boost2: from $V_{IN}$ to $V_{BAT}$, and (c) Buck: from $V_{BAT}$ to $V_{LOAD}$, which is used when the power available from the solar cell is insufficient to keep the 1V output regulated. The control circuit is designed in an asynchronous fashion that scales the effective switching frequency of the converter with the level of the power transferred. The on-time of the converter switches adapts dynamically to the input and output voltages for peak-current control and zero-current switching. The chip operates efficiently with input power that ranges from 10 nW to 1 µW. Figure 2 shows the micrograph of the fabricated chip with an active area of 2.2x1.1 mm². For input power of 500 nW, the proposed system achieves an efficiency of 82%, including the control circuit overhead, while charging a battery at 3 V from 0.5 V input. In buck mode, it achieves a peak efficiency of 87% and maintains efficiency greater than 80% for output power of 50 nW-1µW with input voltage of 3 V and output voltage of 1 V.
Authentication Tags for Supply Chain Integrity

C. Juvekar, H.-M. Lee, A. P. Chandrakasan, J. Kwong (Texas Instruments)
Sponsorship: Texas Instruments, Denso

Counterfeiting is a major problem in commodity markets. A global supply chain exacerbates this problem by making it even harder to maintain the integrity of the components due to the sheer diversity of suppliers. In fact, most counterfeit components make it into the supply chain despite the best effort of the suppliers simply because the suppliers lack the capability to detect them. DARPA has proposed the Supply Chain Hardware Integrity for Electronics Defense (SHIELD) program to address these concerns.

In this project, we implement the concept of electronic fingerprinting to a wide range of components (Figure 1). To achieve this goal we are building integrated tags that act as cryptographically unique identifiers for both electronic and mechanical components. Our tags satisfy the goals of low cost and secure operation through a combination of protocol, circuits, and technology innovation.

We leverage unique technology features provided by our fabrication partner (Texas Instruments) to build authentication circuits that can operate reliably in the presence of intermittent powering. A dynamic on-chip key memory ensures added protection against conventional side-channel as well as more advanced semi-invasive imaging attacks. To preserve the small form factor and facilitate stand-alone operation, we have integrated wireless power and telemetry circuits with on-chip passives. This enables low-cost system integration on account of zero off-chip components. Finally we have developed a custom cryptographic challenge-response protocol that allows the server to securely authenticate the tag and maintain seamless synchronization with our key storage.

We envision that the tag will be used in conjunction with a server that maintains a database of valid issued tags. To validate the authenticity of purchased components, a user would scan the affixed tag using a handheld scanner and run a challenge response protocol to match cryptographic information stored on the tags with the server database (Figure 2).

FURTHER READING

Low-Power Sensor Interfaces for Wireless Sensor Nodes
F. M. Yaul, A. P. Chandrakasan
Sponsorship: Shell, Texas Instruments

Sensor interface circuits found in wireless sensor nodes (WSNs) typically comprise a low-noise amplifier (LNA), analog signal conditioning circuits, an analog-to-digital converter (ADC), and a digital signal processor (DSP) to extract information from the signals. These blocks are shown in Figure 1. Reducing system power consumption allows for increased sensor node lifetime, which is especially important for nodes that are difficult to physically access. Examples include medical implants and pipeline monitoring nodes.

One component of this project has been an ADC which takes advantage of low signal activity in order to save power. Since low signal activity is common to many sensor signals, the ADC can save power in a broad range of applications. This work introduces an altered successive approximation (SA) algorithm called LSB-First SA, which is designed to reduce the number of bitcycles per conversion, given a good initial guess of the value of the sample. Figure 2 depicts the ADC’s response to an ECG input signal and demonstrates the ADC’s ability to save power and perform 10-bit conversions in just 3.7 bitcycles/sample on average when the signal is only varying by 1.2 LSBs/sample on average.

Current work on this project involves exploring power reduction techniques in the LNA and DSP blocks, as well as investigating ways to exploit structure in the signal information to save power in the overall system.

FURTHER READING

CMOS image sensors are widely used in digital multi-media applications thanks to their mature production technology; the performance ramps up every year with denser integration, better noise suppression, adjustable dynamic range, and lower power. However, the band gap of silicon fundamentally limits the absorption spectrum to the visible and near-infrared light ($\lambda < 1100\text{nm}$). To overcome the physical limitation of a Si photodetector in longer wavelength detection, we employ a tunable ambipolar graphene-based thermocouple. With an integrated graphene-based thermocouple array, the hybrid IR image sensor can detect the long-wavelength infrared spectrum that is used in security cameras and medical thermal imaging and in spectroscopy for chemistry and astronomy. Furthermore, the present sensing platform solves critical issues in manufacture of conventional IR sensors and enables expanded applications such as a high-speed and high-resolution IR imager and a hyperspectral IR imaging IC.

First, a Si CMOS readout chip using commercially available 0.18-um technology was designed. The readout circuit consists of pixel transimpedance amplifiers, row-column multiplexers, and parallel column analog-to-digital converters (ADCs). The layout design of the chip required careful considerations on the postfabrication process to ease the graphene integration processes, or at least make them possible, including standard ebeam lithography, metalization, etching, and graphene transfer steps. For instance, the pixel amplifier and signal paths occupy only the small portion of each 50-um x 50-um pixel area, leaving over 60% of the area empty and flat to enable fabrication of back gate electrodes for the graphene thermocouple and high-yield graphene transfer. Secondly, the graphene-integrated readout chip was fabricated as shown in Figure 1. Figure 2 shows a closer look at the fabricated on-chip graphene thermocouple pixel. An electrostatically induced graphene p-n junction of graphene generates a thermoelectric voltage in response to IR light absorption. The terminals of the thermocouple are connected to the M6 pillars of the pixel amplifier input; the signal is amplified and converted into 8-bit codes. In the testing setup, an off-chip processor renders the data in 2D image.

**FURTHER READING**