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Abstract—Recent advances in the medical field are spurring the need for ultra-low power transceivers for wireless communication with medical implants. To deal with the growing demand for medical telemetry, the FCC commissioned the Medical Implant Communications Services (MICS) standard in 1999 in the 402–405 MHz band. This paper presents a 350 \( \mu \)W FSK/MSK direct modulation transmitter and a 400 \( \mu \)W OOK super-regenerative receiver (SRR) specifically optimized for medical implant communications. The receiver is implemented in 90 nm CMOS and digitally tunes 24 MHz in frequency steps smaller than 2 kHz. The transmitter meets MICS mask specifications with data rates up to 120 kb/s consuming only 2.9 nJ/bit; the receiver has a sensitivity better than \(-99 \) dBm with a data rate of 40 kb/s or \(-93 \) dBm with a data rate of 120 kb/s consuming 3.3 nJ/bit. A frequency correction loop incorporating the base-station is prototyped to eliminate the need for a frequency synthesizer in the implant while still achieving frequency stability of less than 3 ppm.
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I. INTRODUCTION

UNTIL recently, few implantable medical devices existed and fewer still provided the capability for wireless transmission of information. Most devices capable of data transmission did so through inductive coupling, which requires physical contact with the base-station and only allows for low data rates [1]. In 1999, the FCC created the Medical Implant Communications Service (MICS) band in the range of 402–405 MHz specifically for medical telemetry [2]. The MICS band plan allows for RF communication between a medical implant and a base-station that is up to two meters away, giving patients the ability to move around freely while being monitored. A challenge that arises with medical implants, however, is that batteries must last over a decade without the possibility of recharging. As a result, medical implants and their respective transceivers must be optimized to consume as little energy as possible while achieving acceptable levels of performance.

There are a few critical observations that motivate this work. The first is that the human body is an excellent temperature regulator, and the second is that the MICS standard features relaxed output power and frequency stability specifications. Together, these observations point to simplified transceiver architectures that consume less power than those commonly employed for other applications. Furthermore, while it is critical that the implant consume minimal power in order to preserve battery life, the corresponding base-station is free to consume much more power. This observation motivates shifting complexity in the wireless link from the implant to the base-station.

With these observations in mind, we propose a simple, low-power topology where a digitally-controlled oscillator (DCO) is directly modulated using frequency-shift keying (FSK) [3]. Instead of using a PA to drive the loop antenna, the DCO incorporates it as its inductive element, radiating energy that would otherwise be lost as thermal heat [4]. To concurrently achieve an acceptably wide tuning range and fine frequency resolution, a sub-ranged capacitor array is used to divide 20 bits of frequency tuning into coarse, medium, and fine tuning capacitor banks. The capacitor banks are predistorted to achieve linear digital-to-frequency conversion and 14 effective bits of frequency resolution.

A challenge that arises from having the antenna attached to the DCO is that popular receiver architectures such as the super-heterodyne or homodyne topologies cannot be used. Instead, we propose a super-regenerative architecture to demodulate on-off keying (OOK), achieving excellent sensitivity and good selectivity while consuming less than 400 \( \mu \)W. By optimizing the system holistically, we achieve data transmission consuming 2.9 nJ/bit and reception consuming 3.3 nJ/bit while meeting the MICS 300 kHz channel bandwidth requirements.

II. ARCHITECTURE OVERVIEW

Fig. 1 shows the prototype transceiver comprising a simple digital baseband implemented in an FPGA, a direct modulation FSK transmitter, and a super-regenerative receiver. The transmitter and receiver are time-division multiplexed and share an external loop antenna implemented on the prototype PCB. The low radiation power requirements of MICS are exploited in the transmitter by eliminating the PA and incorporating the antenna.
into the DCO. On the receive side, the same DCO is used as a synchronous OOK super-regenerative receiver. As explained in Section IV, the SRR provides a tremendous amount of gain that results in relaxed input-referred noise specifications for subsequent stages. To exploit this benefit, the envelope detector and programmable comparator in Fig. 1 were biased in subthreshold and optimized for ultra-low power consumption.

The following subsections describe the unique features of medical implant communications that were exploited to achieve ultra-low power operation. Section III describes the theory and design of the direct modulation FSK transmitter. Section IV explains the key elements of super-regeneration theory and describes the receiver implementation in detail. Section V describes the circuit implementations of the transceiver. Section VI introduces a prototype frequency correction loop used to calibrate the DCO’s frequency without the need for a frequency synthesizer in the implant. Finally, Sections VII and VIII show measurement results for the transceiver and conclude the paper.

A. Exploiting the Unique Features of Medical Implants

A fundamental difference between medical implant transceivers and more conventional radios is the environment in which they operate. Cellular phones, for example, must maintain a frequency stability of less than 1 ppm in the temperature range of −40: + 85°C, while the MICS standard only requires 100 ppm of stability in the range of 25−45°C. Furthermore, while MICS calls for proper implant operation over a 20°C range, the temperature of the human body rarely changes so drastically, and its moderate shifts occur very slowly. This quality of temperature regulation in the human body can be exploited to reduce the complexity, power consumption, and size of medical implants. For example, by choosing architectures that do not require stringent frequency accuracy in the implant, the classical frequency synthesizer can be replaced by a frequency-control loop that does not require a crystal oscillator in the implant. In Section VI, such a system is described.

Another quality of medical implants that can be exploited is the low bandwidth of most biomedical signals. Since low sample rates can be used to digitize these signals, the transmitter can be turned on briefly, sending data packets in short bursts. To maximize the battery life, the transmitter should be designed to minimize the energy consumed per transmitted bit. This criteria creates a tradeoff between complex architectures that are more spectrally efficient but consume more power, and simpler topologies that consume less power but are less spectrally efficient [5]. Direct modulation FSK transmitters have the advantage of consuming very little power due to their simplicity, while achieving good spectral efficiency when modulated using minimum-shift keying (MSK). Other modulation schemes (such as 256-QAM), while more spectrally efficient, require complex topologies that consume more power and may result in lower energy efficiency.

B. Link Analysis and Antenna Considerations

For MICS transceivers, antenna gain (the product of efficiency and directivity) inside the human body is considerably lower than in free-space for two main reasons. First, the size of the antenna is typically much smaller than the wavelength of the signal (75 cm), and second, human tissue is conductive causing large amounts of loss. Fortunately, MICS data links are only intended to function within a 2 meter radius limiting the amount of path loss. Measurements on MICS signal propagation reported in [6] show the worst case path loss in a hospital room to be 47 dB including fading margin. Using these results along with the MICS requirement limiting radiation to −16 dBm EIRP and reasonable assumptions about the base-station lead to requirements for the medical implant.

Assuming the base-station transmits at the maximum −16 dBm EIRP, means that at least −63 dBm of power will be available at any location in the hospital room. This places a restriction on the receiver’s sensitivity and antenna gain. For example, if the sensitivity is −92 dBm, the antenna gain (including path loss in the body) must be at least −29 dB (P_{\text{SRR,imp}} \leq P_{\text{tx,1s}} + G_{\text{path}} + G_{\text{ant}}, in dB). Using the same antenna to transmit from the implant and assuming the sensitivity of the base-station receiver is −105 dBm (sensible for a 300 kHz bandwidth channel), the power delivered to the antenna by the implanted transmitter must be at least −29 dBm or 1.3 μW (P_{\text{tx,imp}} \geq P_{\text{SRR,1s}} - G_{\text{path}} - G_{\text{ant}}).
A small loop antenna (relative to its signal’s wavelength) can be modeled as the series combination of an inductor and a resistor. The resistance is composed of two elements: radiation resistance and loss [7]. The radiation resistance is desirable since it models the conversion of energy into electromagnetic waves. The loss, expectedly, is not desirable since it reduces the antenna’s efficiency:

\[ R_{\text{rad}} = \frac{R_{\text{rad}}}{R_{\text{rad}} + R_{\text{loss}}}. \] (1)

The poor efficiency of small loop antennas is manifested in their low radiation resistance and results in their impedance exhibiting a high quality factor (Q). To achieve high power transfer, the inductive element of the antenna must be resonated out by a capacitor. The high Q, however, poses challenges since the frequency response of the resonator is narrow and even small impedance variations can result in significant mismatch.

This last challenge can be overcome, and actually exploited. Since the power needed to drive the antenna in an MICS transmitter is only a small portion of the power budget, a smaller emphasis can be placed on PA efficiency. Using the antenna as the inductive element of an LC-oscillator eliminates the need for an explicit PA since the resulting power oscillator drives the antenna. Further benefits include inherent impedance matching, low-power consumption, and low-noise design since the small loop antenna has a high Q.

A drawback of using the antenna as part of the oscillator is that changes in the antenna’s environment lead to frequency pulling. To compensate for this effect, the bandwidth of the frequency-control loop (FCL) must be higher than the maximum rate of change of the implant’s environment. Studies on human gait show that most human motion has frequency content of less than 10 Hz [8]. Therefore, as long as the frequency pulling does not exceed the lock-in range of the FCL and the FCL bandwidth is greater than 10 Hz, the effects of frequency pulling can be properly mitigated. To verify that frequency pulling does not pose a serious threat to the functionality of the system, we tested our chip with the simple antenna shown in Fig. 2(a). It uses a 1.6 mm FR4 substrate and superstrate with a single patch on the bottom side. HFSS simulations show this structure to exhibit a Q of 115 in free space, an inductance of 23 nH, and a radiation efficiency of 0.4%. We performed a few simple experiments such as waving a hand near the antenna and the FCL maintained correct center frequency with ease.

Perhaps a more serious threat to the functionality of the system is that the high conductance of human tissue makes a loop antenna lossy, lowering its Q and efficiency [9]. HFSS simulations show that high Q and acceptable efficiency can be maintained by using a substrate and superstrate with metal patches above and below as shown in Fig. 2(b). This antenna has a diameter of 2.3 cm, uses a 4 mm substrate and superstrate (with a relative permittivity of 3.5 and a dissipation factor of 0.0027). HFSS simulations of the structure immersed in a model of human tissue (relative permittivity of 42.8, conductivity of 0.65 S/m) show a worst-case Q of 130 and a radiation efficiency of 0.1%. Note that this Q is slightly higher than the Q of the antenna used in the prototype. It follows that the difficulties of transmitting through human tissue will not compromise the performance of this system.

### III. FSK/MSK Transmitter

Connecting the antenna directly to an oscillator precludes the use of conventional up-conversion transmitters. Fortunately, frequency and phase modulation techniques can be used by modulating the oscillator directly. The result is a simple transmitter architecture that is spectrally efficient and consumes very little power.

#### A. FSK/MSK Theory

FSK is a constant envelope form of digital modulation and can be easily implemented by directly modulating the instantaneous frequency of an oscillator:

\[ f_i(t) = f_c + \Delta F \times m(t) \] (2)

where \( f_c \) is the carrier frequency, \( \Delta F \) is the frequency deviation constant, and \( m(t) \in [-1, 1] \) is the digital modulating signal [10]. For a bit rate \( R \), setting \( \Delta F = \frac{1}{2} R \) results in MSK; the most spectrally efficient form of FSK that still produces orthogonal signaling and can be demodulated coherently. This relaxes SNR requirements in the base station receiver reducing output power requirements on the implanted transmitter. Theoretically, MSK can be used at a bit rate of 200 kb/s without any pre-filtering and meet the MICS spectral mask since its first nulls occur at \( f_c \pm 0.75 R = f_c \pm 150 \text{ kHz} \) and subsequent peaks are at least 25 dB below the main lobe.

#### B. Transmitter Implementation

Fig. 3(a) shows a simple FSK transmitter comprising a DCO that incorporates a small loop antenna as its inductive element, and is modulated directly with digital data. Fig. 3(b) shows the simplified schematic of the DCO with an equivalent parallel resistance of

\[ R_p \approx Q \omega_0 L \] (3)

![Fig. 2. (a) Loop antenna with FR4 substrate and superstrate, and copper patch below the substrate. (b) Loop antenna with metal patches above and below the substrate and superstrate.](image-url)
Capacitor bank $C_C$ provides six bits of coarse frequency tuning and is directly connected across the inductor. As a result, any change in its capacitance results in an equal change in the total resonator capacitance. A small capacitor $C_{SM}$ is connected in series with capacitor bank $C_M$ to provide six bits of medium frequency tuning. Since $C_{SM}$ is much smaller than $C_M$, the effective change in the resonator’s capacitance is much smaller than changes made to the capacitor bank $C_M$. This allows switch capacitors on the order of 10 fF to be used while achieving incremental capacitance changes across the inductor on the order of 0.5 fF. Similarly, $C_{SF}$ is used to further reduce the effective capacitance changes across the inductor when the fine tuning capacitor bank $C_F$ is tuned. The result is incremental resonator capacitance changes on the order of 30 aF achieved using capacitors on the order of 10 fF.

Since the DCO frequency is proportional to $1/\sqrt{C}$, even a linearly tuned capacitor array would result in nonlinear digital-to-frequency conversion. Using series capacitors to reduce the effective capacitance change across the inductor has the undesirable effect of adding further nonlinearity. Fortunately, capacitor bank predistortion can be used to mitigate nonlinearity. Choosing proper predistortion was done heuristically through simulation in [12], but the design cycle can be shortened by solving for the optimum digital-to-capacitance curves mathematically. For example, to find the proper values of $C_F$, the other capacitor banks are set to their midrange values and the relationship between $C_F(N_F)$ and $f_{DCO}(N_F)$ is found.

To achieve a perfectly linear digital-to-frequency relationship between $N_F$ and $f_{DCO}$, the 256 desired frequencies are used to find the respective values of $C_F$. Implementing 256 unique incremental values of capacitance for $C_F$, however, would be impractical. Instead, a very good piece-wise linear approximation can be implemented using a thermometer-coded capacitor bank like the one shown in Fig. 4(b) where the capacitor bank is divided into 32 identical columns (5 bits) composed of 8 progressively larger capacitors (3 bits). Fig. 5 shows simulations of the frequency step sizes versus digital word $N_F$. Without predistortion (i.e., using linear $C_F$), the frequency steps are small for low values of $N_F$ and much larger for high values of $N_F$. This means that extra bits would be required to achieve a desired frequency resolution while covering the desired frequency range. If a perfectly predistorted capacitor bank were used, the frequency steps would all be equal, but the implementation would be impractical. As a compromise, a piece-wise linear (PWL) approximation, which is much easier to implement, is used to bound the frequency step sizes well within one least significant bit.

By building a mathematical model in MATLAB, the values for all four capacitor banks could be easily recalculated to include the effects of parasitics, resulting in fewer iterations of lengthy SPICE simulations.

D. Setting $f_C$ and $\Delta f$

The carrier frequency and frequency deviation constant are set in two steps. First, $N_{\Delta f}$ is set to zero and the DCO frequency is calibrated to $f_{DCO} = f_c - \Delta f$ using $N_C$, $N_{ST}$, and $N_{ST}$. Then the DCO frequency is set to $f_{DCO} = f_c + \Delta f$ using $N_{\Delta f}$ and the value is stored in a register. To perform FSK modulation, each bit of $N_{\Delta f}$ is applied to one input of an and gate,
using linear, predistorted, and piece-wise linear (PWL) predistorted capacitor banks.

and unipolar nonreturn-to-zero modulation data \( m_n(t) \in [0,1] \) is applied to the other input as shown in Fig. 1. The resulting instantaneous DCO frequency is

\[
  f_{\text{DCO}}(t) = f_C - \Delta F + 2\Delta F \times m_n(t) \in [f_C + \Delta F]
\]

which is equivalent to (2).

IV. SUPER-REGENERATIVE RECEIVER

Using the loop antenna as the inductive element in the DCO has the benefits of reducing system complexity and power consumption for the transmitter. A challenge that arises, however, is that classical homodyne or superheterodyne receiver architectures cannot be used. In this section, the super-regenerative receiver (SRR) is introduced as an excellent low-power alternative that allows a direct connection between the antenna and the oscillator.

A. Super-Regeneration Theory

Super-regeneration was first introduced by Edwin Armstrong in 1922 and has had sporadic popularity in low power systems since then gaining renewed interest in recent years [13]–[19]. The SRR in its simplest form comprises a resonator, time-varying positive feedback, and an input current. Fig. 6(a) shows a simplified SRR circuit with (b) its corresponding feedback loop model. The combination of the Laplace variable \( s \) and time variable \( t \) is acceptable only because the rate at which \( G_m(t) \) is varied is much slower than \( \omega_0 \), the resonant frequency of \( Z_{RLC} \) (i.e., the system is quasi-static). The current \( i_a(t) \) is induced by the antenna and serves as the input to the system. Using this model, the time-varying transfer function of the system can be written as

\[
  Z_{TV}(s, t) = \frac{V_a(s, t)}{I_a(s)} = \frac{Z_0}{s^2 + 2\zeta(t)\omega_0 s + \omega_0^2}
\]

where \( Z_0 = \sqrt{L/C} \) is the characteristic impedance of the resonant tank, \( \zeta_0 = 1/2Q_0 \) is the quiescent damping factor, and

\[
  \zeta(t) = \frac{\zeta_0(1 - G_m(t)R)}{-\beta t}
\]

is the damping function. This transfer function shows that the SRR is a second order system with time-varying poles. By changing \( \zeta(t) \), the poles are periodically shifted from the left-hand-side of the complex plane to the right-hand-side, forcing the system to become temporarily unstable. The resulting output is a growing oscillation whose amplitude depends on the characteristics of the input current \( i_a(t) \).

A thorough and general solution to the differential equation describing this system can be found in [16]. For the specific case of the ramp damping function described by (6), and a sinusoidal input

\[
  i_a(t) = I_a \sin(\omega_d t + \phi_a)
\]

the output voltage during each cycle is

\[
  v_o(t) = I_a Z_0 \frac{\pi}{2 \Omega_s} \cdot e^{-\frac{\omega_0^2}{\omega_d^2}} \cdot e^{\frac{\omega_0^2}{\beta^2}} \sin(\omega_d t + \phi_a).
\]

The output voltage is a quickly growing oscillation that is proportional to the amplitude of the input signal \( I_a \). The two exponential terms describe the filtering and time-dependent gain of the SRR. They are functions of \( \Omega_s \) and \( \sigma_s \), the SRR frequency and time constants, defined as

\[
  \Omega_s = \frac{1}{\sigma_s} = \sqrt{\omega_0^2 - \beta^2}.
\]

The first exponential in (8) describes the Gaussian filtering quality of SRRs using a ramp damping function. The second exponential in (8) describes the tremendous time-dependent gain provided by SRRs.

Equation (8) is found using the assumption that the ramp damping function extends from \(-\infty \) to \( \infty \). In reality, the ramp only extends from some time \( t_o \) to \( t_h \), and the process starts all over again resulting in a saw-tooth damping function. As long as \( t_o \ll -\sigma_s \) and \( t_h > \sigma_s \), however, (8) is accurate because system is only sensitive to input currents during a narrow time window centered about the instant when \( \zeta(t) = 0 \). The rate at which this cycle is repeated is often referred to as the quench frequency because the output signal is usually quenched at the end of each cycle so that it does not affect the following cycle. The implementation presented here includes a CMOS switch placed across the resonator used to quench all oscillations at the end of every cycle [SW in Fig. 6(a)].
B. Receiver System Design

To maximize the bit rate of the receiver, the SRR is used to synchronously receive OOK data as in [17]. To ensure proper operation, the quench oscillator and the incoming data must be synchronized so that the instant when \( \zeta(t) = 0 \) occurs near the center of each bit period. As described in Section VI, the base-station has the task of synchronizing its baseband clock to the implant’s baseband oscillator to reduce complexity in the implant.

As shown in Fig. 1, the SRR is followed by a fully differential envelope detector, a programmable comparator, a digital counter, and a digital comparator. At the start of each bit period (or quench cycle), the digital counter is reset and immediately begins to count. Receiving a one is equivalent to receiving a sinusoidal input with an oscillation frequency that is equal to the SRR’s resonant frequency (i.e., \( \omega_0 = \omega_0 \)). Passing the output of the SRR through an envelope detector results in the envelope signal

\[ v_e(t) = I_a Z_0 \sqrt{\frac{\pi \omega_0}{2 \Omega_s}} e^{-\pi \frac{t^2}{\Omega_s}} \]  

(10)

where \( I_a \) is the peak amplitude of the input current. The output of the envelope detector is connected to a comparator that has a programmable offset \( V_{OS} \). When the amplitude of the envelope becomes larger than \( V_{OS} \), its output changes states and disables the counter causing it to hold its value. This final value is a measure of the SRR’s startup time (the time required for the SRR’s envelope to reach \( V_{OS} \)). For the receiver to have a low bit-error rate (BER), the amplitude of the current \( I_a \) must be significantly larger than the RMS value of equivalent input referred noise sources. This means that when a one is received, the SRR’s startup time is faster and the counter’s final count is lower. When a zero is received, the startup time is slower resulting in a higher count. In this manner, the counter functions as a time-integrating analog-to-digital converter that measures the startup time of the SRR which is a function of the input signal’s amplitude. At the end of the bit period, the final count is compared with a digital threshold number \( NT \), and a decision is made as to whether a one or a zero was received. \( NT \) is set by averaging the counter output over a 32-bit preamble with an equal number of ones and zeros.

Note that the counter was implemented in an FPGA and is clocked by an external oscillator, but could easily be integrated and clocked using an amplified version of the SRR’s output. In such an implementation, the counter would start counting once the SRR’s output envelope reached a threshold and the final count would be higher when a one was received. The performance of the receiver would be the same since the important parameter is the difference between the counter’s output when a one is received versus a zero. Also, the power consumption of the digital blocks would be minimal due to their simplicity.

When a zero is received, the output of the SRR is also a growing oscillation similar to (8) except its amplitude is a random variable with an RMS value that depends on the noise density of active and passive noise sources in the system along with their effective noise bandwiths. The sensitivity of the receiver, therefore, is optimized by reducing the amplitude of the noise sources and the bandwidth of the SRR which is proportional to \( \Omega_s \). Since \( \omega_0 \) is determined by the standard used (i.e., \( \omega_0 \approx 2\pi \times 400 \text{ MHz} \) for MICS), the only design variable that can be altered to reduce the noise bandwidth is \( \beta \) (the slope of the damping function). The tradeoff, however, is that reducing \( \Omega_s \) is equivalent to increasing \( \sigma_s \) which necessitates longer quench periods since the condition \( \beta \sigma_s \ll \Omega_s \) must be kept. This results in a tradeoff between sensitivity and bit rate.

A concern that arises from having the SRR directly connected to the antenna is that the receiver actually radiates power. In architectures such as super-heterodyne receivers this is undesirable since the radiated signals can interfere with other receivers. For an SRR, however, the radiated power occupies its own channel and does not interfere with other receivers. Furthermore, the radiated power is well below the 25 \( \mu \text{W} \) allowed for transmission and does not violate spectral mask requirements.

V. Circuit Implementation

The full transceiver is shown in Fig. 1, where a portion of the baseband section was implemented in an FPGA for maximum flexibility. The receiver comprises five major blocks: a DCO/SRR, a quench/baseband oscillator, a fully differential envelope detector, a comparator with programmable offset, and a digital counter. Exploiting the high gain provided by the SRR allows all analog blocks to be biased in subthreshold for low-power operation.

![Diagram](image-url)


**A. DCO Implementation**

Fig. 7(a) shows a simplified schematic of the differential Colpitts oscillator with switching current source similar to [20]. The loop antenna is shown as two inductors and resistors to facilitate understanding. Fig. 7(b) shows the equivalent small-signal model of the half-circuit. The transconductance is twice $G_m$ because two pMOS transistors provide positive feedback in each half-circuit. Fig. 7(c) shows a simplified version of the model where the current source and resistor are placed in parallel with the antenna using capacitive impedance transformation [21]. The minimum value of $G_m$ that will result in oscillation is

$$G_{m0} = \frac{2}{R_p n^2 (2 - n)}$$  \hspace{1cm} (11)

where $n$ is the impedance transformation ratio

$$n = \frac{C_1}{C_1 + C_2}. \hspace{1cm} (12)$$

As shown in (6), the damping function $\zeta(t)$ is controlled by varying $G_m(t)$, and $\zeta(t) = 0$ occurs at the instant when $G_m(t) = G_{m0}$. Using a Colpitts topology requires a larger $G_{m0}$ than the more common cross-coupled transistor topologies, but offers a noise benefit. Fig. 7(d) shows the equivalent combined noise source from the two pMOS transistors in each half-circuit, and Fig. 7(e) shows the effective noise source in parallel with the resonator having a value of

$$\frac{\eta^2}{\Delta f} = \frac{2n^2 \eta^2 n}{\Delta f}. \hspace{1cm} (13)$$

Since $n < 1$, the impedance transformation reduces the impact of transistor noise sources. The effective noise can be derived as

$$\frac{\eta^2}{\Delta f} = \frac{4kT}{R_p} \left( \frac{n}{n(2 - n)} \right) \hspace{1cm} (14)$$

when the transistors are biased in subthreshold, where $k$ is a device parameter roughly equal to 0.7. By making $n$ small, the effective noise from the transistors can be made much smaller than the noise from the passive components, improving the sensitivity of the receiver.

The differential Colpitts oscillator also has some power transfer advantages for the transmitter. By using a tapped resonator, the peak voltage across the antenna is not restricted to the power supply. This means that a lower supply voltage can be used while still delivering sufficient power to the antenna. As shown in [20], the cross-coupled transistors perform current switching once the signal amplitude is large, resulting in twice as much efficiency delivering power to the antenna.

The full DCO with predistorted capacitor banks is shown in Fig. 8. By dividing the total capacitance into coarse, medium, and fine tuning capacitor banks, more than 14 bits of frequency resolution are achieved. Capacitor bank predistortion leads to improved digital-to-frequency conversion, and thermometer coding guarantees monotonicity for each bank. The differential Colpitts topology results in improved sensitivity for the receiver and higher power transfer capabilities for the transmitter.
B. Programmable Ramp Quench Oscillator

Fig. 9(a) shows a simplified schematic of the sawtooth oscillator used to generate the quench signal for the SRR and the baseband clock. The sawtooth voltage waveform \( V_{\text{SAW}} \) results from capacitor \( C_{\text{ST}} \) integrating the current \( I_{\text{ST}} \) over time. Once \( V_{\text{SAW}} \) exceeds \( V_{\text{REF}} \), a comparator turns on an nMOS switch that discharges the capacitor and forces \( V_{\text{SAW}} \) back to zero. This in turn causes the comparator to turn off the nMOS switch and restart the cycle. The comparator includes some delay stages that cause \( V_{\text{SAW}} \) to stay low and \( V_{\text{SW}} \) to stay high for a short period of time as shown in Fig. 9(b). The signal \( V_{\text{SW}} \) is used to drive the switch that briefly shorts the resonant tank of the DCO as shown in Fig. 6(a). \( V_{\text{SAW}} \) is passed through a pair of inverters to create a square wave with a duty cycle of roughly 50% that is used to clock the baseband circuits. The frequency of oscillation is

\[
\omega_{\text{BB}} \approx \frac{I_{\text{ST}}}{V_{\text{REF}}C_{\text{ST}}} \tag{15}
\]

and is tuned digitally using the programmable current \( I_{\text{ST}} \). The voltage waveform \( V_{\text{SAW}} \) is converted to a current \( I_{\text{SAW}} \) using a degenerated common-source pMOS transconductor. \( I_{\text{SAW}} \) is then used as the reference for a multiplying current-mode digital-to-analog converter (IDAC) which allows for digital tuning of the quench signal’s slope. The output of the IDAC is subtracted from the bias current \( I_{\text{BIAS}} \) and mirrored to create the bias current of the SRR. In transmit mode, the IDAC is disabled, and the DCO bias current is \( I_{\text{BIAS}} \).

C. Envelope Detector

The task of the envelope detector is to create a one-to-one mapping between the SRR’s output amplitude and the envelope detector’s output voltage. This can be done by squaring the output of the SRR (using a Gilbert cell) and taking the average (using a low-pass filter). The Gilbert cell shown in Fig. 10(b) is biased in subthreshold at a very low bias current (10 \( \mu \)A), yet its input-referred noise has a negligible effect on the receiver’s performance due to the high gain provided by the SRR. It is DC-coupled to the DCO/SRR in Fig. 8 and uses 60 k\( \Omega \) load resistors resulting in a common-mode output voltage of 300 mV. A pair of 1 pF capacitors are used to filter the \( 2f_{\text{DD}} \) term.

D. Programmable Comparator

The programmable comparator following the envelope detector in Fig. 1 has a digitally configurable offset that sets the differential input voltage threshold at which the comparator switches states. The offset is set by an IDAC and allows a fully differential connection between the envelope detector and the comparator, reducing the effects of common-mode noise. The programmable comparator comprises a low gain, variable offset comparator [Fig. 10(c)] and a two-stage op-amp used as a high gain comparator [Fig. 10(d)].

The input offset is created by feeding current into the low-impedance arm of the current mirror in (c). Since all of the circuits in Fig. 10 are biased in subthreshold, the transconductance of the input differential pair is

\[
I_{E} = I_{\text{EP}} - I_{\text{EM}} = I_{\text{DD}} \tanh \left( \frac{K V_{E}}{2\phi_{t}} \right) \tag{16}
\]

\( I_{\text{DD}} \) is the tail current of the differential pair and is set to \( 40 \times I_{\text{BIAS}} \), and \( K \) is a process parameter approximately equal to 0.66 for this technology. Adding the current

\[
I_{\text{OS}} = N_{\text{OS}} \times I_{\text{BIAS}} \tag{17}
\]

to the low impedance arm of the current mirror, creates the input voltage offset

\[
V_{\text{OS}} = V_{E} = \frac{2\phi_{t}}{K} \tanh^{-1} \left( \frac{1}{40N_{\text{OS}}} \right) \tag{18}
\]

Since the maximum value of \( N_{\text{OS}} \) is 15, \( V_{\text{OS}} \) can be approximated at room temperature as

\[
V_{\text{OS}} \approx \frac{2\phi_{t}}{K} \times \frac{N_{\text{OS}}}{40} \approx 2.0 \text{ mV} \times N_{\text{OS}} \tag{19}
\]
Fig. 11. Measurements of the frequency correction loop including the transition of the DCO frequency, coarse tuning coefficient, and fine tuning coefficient as the channel is changed from (a) 7 to 8, (b) 1 to 10 incrementally, and (c) 1 to 10 in a single command.

subthreshold operation is maintained. The comparator was designed to consume only 10 μW.

VI. PROTOTYPE FREQUENCY CORRECTION LOOP

Modern transceivers typically use frequency synthesizers to phase-lock a voltage-controlled oscillator (VCO) to a very stable reference such as a crystal oscillator. For ultra-low power medical implants, however, a frequency synthesizer may not be necessary for two reasons: first, the frequency stability requirement for MICS (±100 ppm) is far more lax than typical systems and second, the human body provides excellent temperature regulation reducing both the amount of overall frequency drift and its rate of change. Instead of using a phase-lock loop, a frequency correction loop is proposed that pushes complexity from the implant to the base-station. In the proposed system, the base-station monitors the DCO’s oscillation frequency and sends information to the implant to correct frequency errors. A crude implementation of such a system was prototyped using a spectrum analyzer, a PC, and an FPGA. The spectrum analyzer is used to measure the frequency error, and the information is sent to the PC. A simple MATLAB script determines what the new DCO settings should be and sends the information directly to the implant device using an FPGA. Fig. 11 shows the values of NC and NF for three scenarios (N_M did not change).

The first example shown in Fig. 11(a) uses the frequency calibration loop to jump from channel 7 to channel 8. The implant was initially set to 403.95 MHz and a command was sent to change the frequency to 404.25 MHz. First, the MATLAB script uses estimates of the coarse frequency step size to determine the correct value for NC, and the FPGA sends this information to the transceiver through a SPI bus. The spectrum analyzer determines the new DCO frequency and sends it to the PC. Since the new frequency error is small, a new value of NF is sent to the transceiver and the cycle repeats until the frequency error is below a threshold of 1 kHz. After only five cycles, the final frequency is 404.2499 MHz (within 100 Hz of the desired frequency). Fig. 11(b) shows the progression of NC, NF, and the DCO frequency as the frequency control loop is used to change from one channel to the next. Finally, Fig. 11(c) shows the results from changing from channel 1 to channel 10 directly.

In all three of these examples, the frequency correction loop was used to correct large frequency errors and was able to do so within very few steps because of the fairly linear digital-to-frequency relationship of the DCO. Furthermore, because the digital-to-frequency relationship of the DCO is monotonic, convergence was always achieved over many measurements. Typical frequency corrections would actually be much smaller than the examples shown (on the order of 1–50 kHz), and even with this simple implementation, such corrections would require three cycles or less.

Calibrating the baseband oscillator is done similarly so that the SRR can synchronously demodulate OOK data. To do so, the implant transmits a short preamble prior to receiving data and the base-station uses it to lock to the implant. If the baseband clock frequency drifts beyond a limit, the transmitter sends a calibration command to correct it. Shifting the task of synchronization to the base-station results in power savings in the implant.

As explained in Section II-B, some frequency drift can result from human motion and correcting it requires that calibration be repeated every 100 ms. At a bit rate of 120 kb/s and assuming...
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Fig. 12. Die photograph (1.0 × 0.5 mm active area).

Fig. 13. DCO frequency for (a) coarse, (b) medium, and (c) fine tuning. Thermometer coding and predistortion of each capacitor bank lead to monotonic, linear tuning for each range.

128 bits are needed for each calibration cycle, the energy overhead is just over 1%. As a result, by taking advantage of the lax frequency stability requirements of MICS, the temperature regulation of the human body, and the robustness of the SRR to minor frequency mismatches, the frequency synthesizer can be completely replaced by a simple frequency correction loop that greatly reduces the power consumption of the implanted device.

VII. MEASUREMENT RESULTS

The transceiver was fabricated in 90 nm CMOS and consumes a total of 0.5 mm² of active area as shown in Fig. 12. Fig. 13 shows the coarse, medium, and fine tuning digital-to-frequency curves. The downward concavity of the tuning curves is due to a slight overcompensation in the predistortion resulting from unaccounted parasitics. The DCO tunes from 391–415 MHz, and has an average frequency resolution of 590 Hz with a maximum fine-tuning step size of 1.4 kHz achieving 14 effective bits of resolution. Fig. 13(b) shows that tunes the DCO 2.96 MHz which is well above the maximum coarse frequency step (450 kHz) providing ample overlap. The tuning curve is plotted for the maximum and minimum temperature requirements and shows an average frequency shift of 923 kHz over the entire temperature range, corresponding to a temperature coefficient of 46.2 kHz/°C (115 ppm/°C). Since the frequency stability requirements of MICS call for frequency stability of ±100 ppm, the transceiver can tolerate temperature drifts of up to 0.87 °C without calibration. Correcting for such variations should be simple with a calibration rate of 10 calibrations per second. However, if the implant is in sleep mode for a long period of time, it may drift beyond the 100 ppm requirement. This may lead to a brief violation of the spectral mask and frequency accuracy requirements, but there is a very small possibility it would interfere with other implants due to the highly duty cycled nature of their operation.

A. Transmitter

Fig. 14(a) shows the output spectral mask of the transmitter measured through an antenna placed 10 cm away from the device. The first side lobe is roughly 6 dB higher than the theoretical value and violates the MICS spectral mask by 1.1 dB at a bit rate of 200 kb/s. This could easily be corrected with a very simple and low-power digital filter connected to the modulation capacitor bank \( C_{M} \). At a bit rate of 120 kb/s and without pre-filtering, the MICS spectral mask requirement is met with 5 dB of headroom as shown in Fig. 14(b). Fig. 15 shows the power received at an antenna placed 20 cm from the transmitter and the DCO frequency as a function of bias current. As the DCO bias current is swept from 450 μA to 600 μA, the power at the receiving antenna varies from −65 dBm to −48 dBm with minimal variation in the DCO frequency. This ability to trade off power consumption for output power, means that as little as 315 μW of power can be consumed by the DCO when the path loss between the antennas is small. If the path loss is high, the base-station can send a command to the implant to increase the output power up to 17 dB without considerable frequency drift. Furthermore, the ability to control both the frequency and amplitude of the DCO opens the possibility of employing more spectrally efficient modulation techniques.
such as polar modulation. Including all circuits, the transmitter consumes less than 350 μW under normal operation.

B. Receiver

Fig. 16 shows measured time-domain signals for the receiver chain. As expected, when a one is received, the startup time of the DCO/SRR is faster. When the envelope crosses the threshold voltage of the comparator, the counter is disabled and the final count is compared to the threshold \(V_{TH}\) (250 in this case). If the final count is smaller than this threshold, the decision is made that a one was received and vice versa.

Since the transceiver was not designed to interface with a 50 Ω source or load, measuring sensitivity was challenging. To do so, a matching network was connected to each side of the resonator. At resonance, where the receiver works, the input impedance is real, so the matching network is meant to step up the impedance of a signal generator from 50 Ω to roughly 2 kΩ. Each matching network comprised a coupling capacitor, shunt capacitor, series inductor, and shunt capacitor connected to an SMA connector. The network had a negligible effect on the resonant frequency, but loaded the DCO requiring more bias current. A signal source was connected to a power splitter with two outputs that were each connected to one of the matching networks. The required DCO bias current increased from 450 μA to 650 μA due to the additional loading.

For bit rates of 40 kb/s and 120 kb/s, the measured sensitivity was \(-99\) dBm and \(-93\) dBm respectively (BER = 0.1%), showing how bit rate can be traded off for sensitivity as discussed in Section IV. Without the matching networks, the power consumption in both cases was under 400 μW for the entire system resulting in an excellent energy-per-received-bit figure-of-merit 3.3 nJ/bit for a bit rate of 120 kb/s.

Fig. 17 shows the receiver’s immunity to far-off and close-in blockers. For this measurement, the bit rate was set to 40 kb/s, the input signal to the SRR was set to sensitivity \(-6\) dB (93 dBm), and the power of a CW blocker was swept for each frequency until the BER was degraded to 0.1%. The receiver shows excellent selectivity, with the ability to reject far off blockers by almost 60 dB and close in blockers by at least 10 dB. For example, at the center frequency of the adjacent channel (300 kHz offset from the desired channel), the receiver achieves more than 20 dB of rejection and at least 27 dB of rejection for the second adjacent channel (600 kHz away).

Table I summarizes the transceiver performance.

<table>
<thead>
<tr>
<th>Table I: Summary of Measured Transceiver Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RF Frequency Range</strong></td>
</tr>
<tr>
<td><strong>Frequency Resolution</strong></td>
</tr>
<tr>
<td><strong>Rx Modulation</strong></td>
</tr>
<tr>
<td><strong>Rx Sensitivity @ 40kbps</strong></td>
</tr>
<tr>
<td><strong>Rx Sensitivity @ 120kbps</strong></td>
</tr>
<tr>
<td><strong>Rx Power Consumption</strong></td>
</tr>
<tr>
<td><strong>Rx Energy per Bit @ 40kbps</strong></td>
</tr>
<tr>
<td><strong>Rx Energy per Bit @ 120kbps</strong></td>
</tr>
<tr>
<td><strong>Tx Modulation</strong></td>
</tr>
<tr>
<td><strong>Tx Bit Rate</strong></td>
</tr>
<tr>
<td><strong>Tx Power Consumption</strong></td>
</tr>
<tr>
<td><strong>Tx Energy per Bit</strong></td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

A transceiver optimized for the MICS standard was presented that exploits unique features of medical implants to simplify its architecture and reduce power consumption. The central block in the transceiver is a digitally-controlled oscillator that uses...
the loop antenna as its inductive element and a predistorted and sub-ranged capacitor array to improve linearity in digital-to-frequency conversion. The DCO has a differential Colpitts topology that improves power transfer to the antenna and reduces the effects of active device noise sources. It is used as a super-regenerative receiver with excellent sensitivity and selectivity performance for minimal power consumption. The transmitter uses direct MSK modulation to meet the MICS spectral mask requirements with relatively high data rates for such a simple topology. The transmitter and receiver achieve an energy-per-received-bit of 2.9 nJ/bit and 3.3 nJ/bit respectively while meeting the 300 kHz channel bandwidth requirements of MICS. Finally, a frequency correction loop was presented that eliminates the need for a frequency synthesizer in the implant, further reducing power consumption, device size, and system cost.
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